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Abstract 

Clustering is the process by which elements of a database are assigned to clusters of similar elements. In 

clustering algorithms, it is usually assumed that the number of clusters is known. Unfortunately, the optimal 

number of clusters is unknown for many applications. These problems are known as Automatic Clustering 

Problems (ACP). In this work we present a new multi start heuristic based in GRASP for ACP including two 

local search operators and path relinking procedure. Computational results on a set of instances illustrate the 

effectiveness and the robustness of the proposed heuristic. 
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1. Introduction 

 Clustering is a generic term for a process which joins similar objects in a cluster. 

When the number of clusters is known a priori, the problem is known as k-Clustering Problem 

or Clustering Problem (CP), and if not, as Automatic Clustering Problem (ACP). These 

problems are classified as NP-Hard (Welch, 1983), but the fact that the value of k is not 

known makes the problem much more complex, and increases substantially the number of 

possible solutions. The ACP is also known as either problem of finding the optimal number of 

clusters (Hardy, 1996), or problem of determination of the natural number of clusters (Everitt, 

2001). 

 There are several applications related to clustering (Cruz, 2010), including: Graphs 

Partitioning, Manufacturing Flexible Problem, Recognition  Pattern, Image Processing, 

Computational Biology, Market Research, Classification of Documents, Data Mining, among 

others. 

 The objective of this work is to propose a new multi start heuristic based on GRASP 

for the ACP, called MSH_ACP. It is not exactly a GRASP heuristic, because the constructive 

phase of this heuristic does not uses the exactly definitions of the GRASP.    

 The MSH_ACP has an initial data processing phase to try to reduce the dimensions of 

the input data of the problem and generate a good initial solution through a constructive 

procedure. After this first phase, local searches are used, including Path Relinking, whose 

function is to try to refine the solutions found by the constructive procedure. The algorithm 

utilizes concepts of adaptive memory using a set of known solutions called Elite Set (ES), 

whose function is to store the best distinct solutions generated by MSH_ACP.  

 The remainder of this paper is organized as follows: in section 2  a partial literature 

review is done; In section 3, the ACP is described; in section 4 the MSH_ACP is described;  

in section 5 the results and analysis of computational tests are shown and, finally, in section 6 

some conclusions are presented. 

2.  Related Work 

 The earliest papers on algorithms for Clustering Problems date from the 60's. 

However, most of the work done so far is for CP, where the number of clusters is known. One 

of the most known algorithm for CP is the k-Means (MacQueen,1967), which uses the 

centroid concepts (equation 4) to represent the clusters.   
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 A large number of clustering algorithms have been presented in the literature. The X-means 

(Pelleg & Moore, 2000) adapts the k-means for the ACP. The work of (Zalik, 2008) is more 

recent and also adapts the k-means to solve the ACP. 

 Metaheuristic algorithms has also been in use in ACP problems.  Some heuristics uses 

Genetic Algorithms (Tseng & Yang,2001 ; Soares et al.,2006; Saha & Bandyopadhyay,2008 ; 

Liu et al., 2011; He & Tan, 2012 ; Chang et al.,2012 ; Liu et al., 2012 ; Wikaisuksakul,2014), 

Simulated Annealing (Saha & Bandyopadhyay, 2010 ; Saha & Bandyopadhyay, 2013), Ant 

Colony (Chowdhury & Das, 2012, Kuo et. al.,2014) , Neural Network (Tsenga et al., 2004 ; Ai-

sheng & Qi,  2011),  Particle Swarm Optimization (Das et al., 2008; Liu et al.,2014)  and 

GRASP (Nascimento et al., 2010). 

 Some heuristics uses Hierarquical Algorithms (Almeida et al.,2007 ; Roldan, 2008 ; 

Zhong et al, 2012). 

 The methods proposed in (Derya & Alp, 2007; Duan et al., 2007) consists in dividing 

the space (database) that contains the items in a number of subspaces or cells, and once there 

are a relatively large number of points, they are potential candidates to form a cluster. The 

result of the method depends on the size of the cells, which is usually an input parameter. 

 A method developed by (Yujian, 2006) uses the concept of spanning tree. In (Semaan 

et al.,2010 ; Mok et al., 2012; Yu H. et. al. ,2014) they use concept of Graph Partitioning . 

 In (Agraval et al., 2005 ; Wang et al., 2007 ; Nosovskiy et al., 2008), density functions 

are used to define connectivity. They are based on the idea that points forming a dense region 

can be previously grouped in one cluster.    

3. The Automatic Clustering Problem  

 The Automatic Clustering Problem (ACP) is presented as follows: Let X be a set of n 

objects X={x1, x2, x3....xn}, where each object xi is a tuple (xi1,xi2,..., xip), and each coordinate 

xij is related to an attribute of the object ( each object may be a point in p space.). The 

objective is to find a partition X={C1,C2,...Ck}  of clusters,  where k is not known, so that the 

similarity among the objects of the same cluster is maximized and, the similarity among 

objects of different clusters is minimized, under the following additional conditions: 

kiforCi ,..,1,     (1)                                                                 

jiandkjiforCC ji  ,..,1,,     (2)                                     
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 Another definition needed in this paper is the concept of centroid of a cluster  Ci ={x1,…,xt}. 

 Centroid is the mean position of all the objects in all of the coordinate directions.  Let vi  the centroid 

of Ci and is given by the equation  
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 The Automatic Clustering Problem (ACP) can be considered an optimization problem, and 

defined as below: 
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CCts ..     (6)                                                                                                 

where  C ={C1,C2,...Ck}  is a particular partition of clusters and C is a set of all possible partition of 

the set X, with k=2,…,n-1 and s(xi) is a silhouette value of each point xiX. The function (equation 

5), called Silhouette Index, was proposed by (Kaufman & Rousseeum, 1990). It returns values within 

the interval [-1,1] and is not necessary to define the value of k, because the most appropriate value of 

k is achieved by maximizing this function.  

  Let xi be a point that belongs to the cluster CwC, with   |Cw|  =  M > 1.   The distance 

between the points xi   e xj  is defined by dij .  The average similarity of xi for all points xjCw    is given 

by a(xi)  where 




wjij Cxxx

ji,i d
M

=xa
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1
)(        (7)                                                                            

 When Cw has only one element, then a(xi) = 0. It is assumed CtC with t ≠ w and |Ct| = T >1. 

The average similarity of xi for all points of Ct   is  


 tj Cx

ji,ti d
T

=)C,d(x
1

.          (8)                                                                                      

Let b(xi) be the lowest among all d(xi,Ct).  Thus 

CCCC)C,d(xMin=xb twttii  ,,)(       (9)                                                                             

The Silhouette of the point   xi X   is  
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and the Silhouette Index(SI) is    
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4. Methodology 

 Metaheuristics are general high-level procedures that coordinate simple heuristics and rules to 

find good quality solutions to computationally difficult combinatorial optimization problems. Among 

them, we find GRASP. (Resende & Ribeiro,2011) 

 GRASP, which stands for Greedy Randomized Adaptive Search Procedures is a multi-start, or 

iterative metaheuristic, in which each iteration consists of two phases: construction and local search. 

The construction phase builds a solution. If this solution is not feasible, a repair procedure should be 

applied to attempt to achieve feasibility. If feasibility cannot be reached, it is discarded and a new 

solution is created. Once a feasible solution is obtained, its neighborhood is investigated until a local 

minimum is found during the local search phase. The best overall solution is kept as the result. 

5. The MSH_ACP Algorithm  

 The MSH_ACP proposed here is a method composed of two phases: Construction and Local 

Search. The Construction phase attempts to reduce the dimensions of the input data and generates 

initial solutions of good quality. These two goals are achieved through a constructive procedure based 

on concepts of connected components. The Local Search phase of MSH_ACP consists of 3(three) 

local search procedures including Path Relinking. 

5.1 The Construction Phase 

 This phase is based on the criterion of density proposed in (Garai & Chaudhuri, 2003) and 

(Tseng & Yang, 2001).  The idea is to reduce the problem keeping together in the same cluster objects 

belonging to a dense region. In this work, the objects are points in 
p space and it is used the 

Euclidean metric as a measure of similarity for a distance between two points. This phase contains 

three procedures: Generate Partial Clusters (GPC), Merge Partial Cluster (MPC) and Generate_RCL. 

 

  
1. Procedure  GPC (X, u) 

2.    FOR   i  = 1      TO     n     DO 

3.   njji|xx||=)(xd jii ,...1,,|minmin   
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6.    r = u * dmean 

7.   FOR   i  = 1      to     n     DO 

8.       Ni = circle (xi,r)           

9.     T = T   Ni 

10.   END FOR 

11.   Sort  T in  descending order  

12.   i = 1 

13.   WHILE ( T≠Ø) DO 

14.    Ci = next (Nj T) 

15.    T = T /{Nj }  

16.     i = i + 1  

17.   END WHILE 

18.   Let  C = { C1,C2,...Ct} , the partial clusters 

19.  END Procedure 

Figure 1: The GPC procedure 

 The GPC procedure is presented in Figure 1. Initially, in lines 2, 3 and 4, for each point, is 

defined the least distance to any other point. Line 5 presents an average of distances, called dmean. 

Then, each point x  X is considered the center of a circular region whose radius is r = u . dmean, 

where u is a input parameter. In line 8, the number of points in the circle of center x and radius r (Ni = 

circle (xi,,r)) is calculated. These values are placed in a T list which is arranged in descending order. 

 
1.  Procedure  MPC  (X, u, v, dmean, min) 

2. C =  GPC  (X,u) 

3. dadj= v . dmean 

4. FOR    i  = 1      to     t    DO 

5.       IF  ( cardinality(Ci)<= min)  THEN  

6.             Ck = shortest_distance_centroid(Ci)    

7.            IF  )( adjsrksir d<||xx||thatsuchCxandCx  THEN 

8.                      Ck = Ck U Ci  

9.           END IF  

10.      END  

11.   END FOR 

12.   Let  C = {C1,C2,...Cm} the initial  clusters,  where m <= t 

13.  END Procedure 

Figure 2: The MPC procedure  

 The elements of T are considered the partial clusters C={C1,C2,..Ct}. In lines 12-17, each time 

a circle is selected, the points belonging to this circle are excluded from the other circles. With this 

procedure, the densest regions (within p-dimensional spheres) are selected. 
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 After this initial procedure, a refinement is done reducing the number of partial clusters. 

Figure 2 shows the MPC procedure, which uses clusters generated by GPC (line 2). Then, in line 3, 

dadj is calculated where dadj = v . dmean (v is a input parameter).  Then, in lines 4-11  there is an 

aggregation of clusters of small cardinality (min points, where min is a input parameter), which are 

very close to some other cluster of higher cardinality (using the shortest distance between their 

centroids, as can be seen in line 6). This is done checking if the smallest cluster is at a distance dadj  

from another cluster. The clusters generated after GPC and MPC are called initial clusters.  

 Consider the initial clusters as C = {C1,...,Cm}  and vi ,   i = 1,2,...m the centroid (equation 4) 

of the cluster Ci. Let  B= (B1,B2,...Bm)  be an auxiliary binary string of m positions that helps in the 

generation of a solution for this problem. There is a closed relationship between the sets B and C. 

Each element of B corresponds to only one element of C. Each Bi has value 0 or 1. If Bi = 1, the initial 

cluster Ci will be part of the solution as parent cluster. If Bi = 0, Ci will be part of the solution as a 

child cluster.  Each child cluster (one at a time) is joined to the parent cluster (only one) using the 

criterion of shortest distance between their centroids (equation 4). On each union, a new cluster is 

generated and a new value of the centroid is calculated. At the end, all children clusters will be linked 

to parent clusters to generate a solution. The clusters generated after this process are called final 

clusters C = {C1,C2,,...,Ck}, where km. The number of final clusters is the same than the number of 

elements with value 1 in the set B. 

 The use of adaptive memory in metaheuristics is very promising as seen by (Glover & 

Kochenberger,2003 ; Pailla et al., 2010 ).The path to become a self-adaptive heuristic algorithm may 

be related to the process of calibration of its parameters and to use relevant information from past 

iterations in a search process. In this work, to make a good use of adaptive memory, it is used 

information contained in a pool of the best solutions generated. Adaptive memory uses a set of the 

best solutions generated by the algorithm, which are updated throughout the iterations. In this work it 

is used a set called ES (ELITE Set), which stores the best solutions that satisfy a diversity index. The 

ES is used at two different moments : in the middle of the algorithm to perform the local search Path 

Relinking and to perform local search Exchange pairs at the end of the algorithm.  

 Before generating an initial solution, a procedure is performed to construct a list RCL 

(Restrict Candidates List). This list is formed by a subset of the best candidates. The element to be 

incorporated into the partial solution is randomly selected among those of the RCL. In this work, the 

list stores the best numbers of the clusters found. For that, several solutions are generated, and the 

ones with the best Silhouette Index value are selected. But, only the numbers of elements with value 1 

in the binary string B, for each best solution, are stored in the RCL. The procedure, called 

Generate_RCL, uses initially the initial clusters C = {C1,...,Cm}  and a binary string B = (B1,B2,...Bm).  
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Then, at each iteration, is generated a new Bi with k elements of value 1, k ranging from 2 to m-1. The 

k elements with value 1 in the Bi are chosen randomly among the m possible elements. Then, it is 

generated a solution using the Bi and C. Each solution is evaluated using the Silhouette Index and the 

values k of the best solution are stored in the RCL, whose values are different. This procedure is 

repeated maxiter (an input parameter) times. After the generation of the RCL, the algorithm has a 

good estimative of the optimal number of clusters.  

 

 Procedure Generate_RCL (C ,B, MaxIter) 

1. Let  C= {C1,C2,...,Cm}  a  set of m initial clusters 

2. Let B= (B1,B2,...Bm) a binary string of m positions 

3.    FOR i = 1 to  MaxIter  DO 

4.   FOR k = 2 to m-1 DO 

5.                      B1= Choose_elements_1_randomly(k,B0)       

6.    s0 = Generate Solution ( B1, C) 

7.    Update RCL(s0,B
1) 

8.   END FOR 

9.   END FOR 

10.   Return  RCL 

11. FIM procedure 

Figure 3: The procedure Generate_RCL  

 The procedure Generate_RCL is presented in Figure 3. In lines 1 and 2 the set of initial 

clusters C and the auxiliary binary string B are given. Afterwards, an iterative process is run, that at 

each step, generates a Bi with k elements with value 1, k = 2, .., m-1. Then a solution is generated and 

evaluated. The identifier k of the best solution is stored in the RCL. This is indicated by the lines 4 

and 8. This iterative process is repeated maxiter times as shown in line 3. This procedure returns a 

RCL list. 

 The procedures GCP, MCP and Generate_RCL are executed only once. However, to generate 

an initial solution, at each iteration, an element nc RCL is chosen. Then, a binary string B is 

generated with nc elements with value 1. An initial solution is generated using B and C. 

5.2. The Local Search Phase 

 The local search phase needs to be efficient to improve the solutions obtained in the 

construction phase, especially in Combinatorial Optimization problems, where there are already very 

efficient constructive heuristics.  

The basic idea of this first local search procedure, called Single Inversion (SGI), is to improve 

the current solution by analyzing solutions close to it. For that, this search switches the value of each 

element of the set B (1 to 0, or 0 to 1) one at a time, generates a new solution and calculates the new 
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value of  the Silhouette Index. But, the algorithm only accepts the change if the new value is better 

than the previous one.   

 For example, imagine that the current binary string B is (0101101). Initially, the first element 

is switched. Then the new B is (1101101).  So, a solution is generated and its Silhouette Index is 

calculated. If this solution has a Silhouette Index value greater than the previous one, then it will be 

the new current B. Next, the second element is switched. The new B is now (1001101). A new 

solution is again generated. If this solution has a Silhouette Index value higher than the previous one, 

then the change is accepted. Otherwise, the previous B is kept. The search ends when all elements of  

B were tested. 

 The local search Single Inversion is justified, once the optimal number of clusters is one of 

the objectives of the ACP problem, and the inclusion or removal of an element with value 1 in the 

binary string B can improve the new solution. 

The second local search proposed, called Path Relinking (PR), was first proposed by (Glover 

& Kochenberger, 2003) for the metaheuristic Tabu Search and Scatter Search. The basic principle of 

the PR is that between two solutions of good quality, there may be a third one better than the others. 

The PR consists of tracing the path between a base solution  and a target solution , that should be of 

good quality and evaluate the intermediate solutions obtained along the path. The objective of this 

search is to find better solutions than the base and target solution. 

  In this work, the Path Relinking algorithm  uses a path from the solution of better quality (B0) 

to the solution of lower quality (B1). The goal of the PR is to insert, at each iteration, an element of 

the target solution (B1) in the base solution (B0). In this context, the first intermediate solution is 

obtained as follows: take the elements until the i-th element of  B1 and exchange by the elements of  

B0, if they are distinct, and repeat this procedure for all the elements that compose a solution. With 

each permutation, a new intermediate solution is generated. Each intermediate solution is evaluated, 

and the best (which returns the best value of Silhouette Index) is chosen. The process is repeated until 

B0 is equal to B1.  

Another argument for the use of PR in the ACP is that intermediate solutions with different 

number of clusters may be obtained when analyzing two different solutions, which is a primary 

objective of the problem. 

 The third local search procedure proposed, called Exchange Pair (EP), is an intensive search, 

that changes the elements with two different values of the solution. For example, suppose that the 

binary string B is (10111010). Firstly, the first and the second element of B are exchanged. So, the 

new B is (01111010). If the new solution generated by B improves the value of the Silhouette Index 

from the old one, then, it will be accepted and the process continues. The next exchange is made 
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between the first and third element of B. The local search ends when all changes between two 

elements of B with different values were tested.  

 This local search tries to find different solutions without changing the number of elements 

with value 1 in B found by the best solutions generated by the algorithm. Due to the high 

computational time required, this search is done only at the end of the heuristic and for  the best 

solutions of ES. 

 In short, the MSH_ACP generates an initial solution and applies the local search Single 

Inversion. At each t iterations, the algorithm also applies the local search Path Relinking. In the end, 

the algorithm applies the local search Exchange Pairs to the ES. 

6. Computational Results 

 To analyze the performance of the hybrid method MSH_ACP here proposed, tests were 

carried out on computer. The MSH_ACP was compared two times. The first was with a set of 

instances from literature. And the second was compared with two algorithms from the literature, 

known as CLUES (Wang et al., 2007) and MRDBSCAN ( Seeman et al.,2012).  

 The MSH_ACP was implemented in C++ compiler using Ubuntu Linux 7.5 environment. It 

was used a computer with processor Intel Xeon Quad-core 3.0 Ghz with 16G of RAM to count the 

processing time.  

 The MSH_ACP was tested with some instances from literature: RuspiniDataSet (Ruspinil, 

2006), Iris Plants Database (Fisher, 1936), MaronnaDataSet (Maronna & Jacovkis, 1974), 200DATA 

(Fisher, 1936), VowelDataSet (Hastie et al., 2001) e Broken Ring (Wang et al., 2007), Wine data set 

and Yeast Data Set ( Bache. & Lichman,2013). The table 1 shows the instances. 

 

Table1: The instances from Literature 

Instance 

Number of 

points Atributes 

RuspiniDataSet 75 2 

Íris Plants Database 150 4 

MaronnaDataSet 200 2 

200DATA 200 2 

VowelDataSet 533 2 

Broken Ring 800 2 

Wine Data Set 178 13 

Yeast Data set 1484 7 

 

 Other instances were built in (Cruz,2010). Each instance has a number of points and the ideal 

number of clusters (the ideal number of clusters is not send to the algorithms, since one of its 



PESQUISA OPERACIONAL PARA O DESENVOLVIMENTO 

140 

 

objectives is to find this value). For example, the instance 100p5c has 100 points and 5 clusters. All 

instances are in space R2. The method was tested with two kinds of instance: the well-defined, where 

the clusters are well defined and separated, and not defined, where there is a lot of points among the 

clusters and in some cases, the optimal number of clusters is not well defined.. The instances not 

defined are characterized by a number “1” in the end of the name, as in 300p4c1, and the well defined 

by a “c” in the end of their names, as in 300p4c.  

 The parameters used in MSH_ACP were defined from preliminary tests. The value of u was 

used between 1.5 and 4.5 and the value of v was equal to 2 (only for instances with more than 200 

points. Otherwise, the value of v is 0). The value of parameter min was 4. The size of the RCL is 7 

elements. The number of iterations performed is 35. The maxiter value is equal to 5. The Local search  

Path Relinking runs four times in iterations 15, 20, 25 and 30. The size of the Elite Set (ES) was set to 

5 (five) elements. The choice of the values of these parameters was made after a series of preliminary 

tests. The CLUES was implemented using the statistical software R and its source code was available 

and used to perform the proposed instances.  The source code of CLUES was executed without any 

changes and is not necessary to specify parameters.  

 

Table2: Comparison between  MSH_ACP with and without SGI, PR and EP 

    CP + SGI CP + SGI + PR CP + SGI + PR+EP 

Instance best IS NC % IS  NC % IS  NC % 

100p3c 0.7858 0.7858 3 0,00 0.7858  3 0,00 0.7858  3 0,00 

2007c1 0,5701 0.5365 5 5,89 0.5532  9 2,96 0,5701  8 0,00 

300p2c1 0,7764 0.7764 2 0,00 0.7764  2 0,00 0,7764  2 0,00 

500p4c1 0,6597 0.6597 3 0,00 0.6597  3 0,00 0,6597  3 0,00 

700p15c1 0,6804 0.6489 20 4,63 0.6804  15 0,00 0,6804  15 0,00 

1000p27c1 0.5161 0.4985 26 3,42 0.5112  24 0,95 0.5161  24 0,00 

 

   Initially, to verify the potential of local search Single Inversion (SGI), Path Relinking(PR) 

and Exchange Pairs (EP), the MSH_ACP  was performed for a limited number of instances with and 

without the local search, using the same runtime as a stopping criterion . The run time used is the time 

necessary to perform 35 iterations to the entire MSH_ACP (includes Construction Phase (CP) , SI,PR 

and EP). The results of the simulations are shown in Table 2. The algorithms were run 5 (five) times 

for each instance. In this Table, the column Instance shows the name of the instance. The column Best 

show the best value of Silhouette Index found by the algorithms. The column IS shows the average 

value of Silhouette Index found by each algorithm. The Columns t(s) and NC shows the average time 
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in seconds and the number of clusters of the best solution found by each algorithm. The column % 

contains the deviation of the best solution, according to the following definition: deviation = (Best - 

IS) / 100 * Best. The best results are highlighted in bold. The results indicate the importance of 

including effective procedures for local search in the proposed algorithm. In fact, the inclusion of the 

PR and EP improved the performance of the algorithm, mainly in the more complicated instances as 

VowelDataSet and 1000p27c1. 

  

Table3: Comparison between  MSH_ACP with and the best values from literature 

    MSH_ACP 

Instance Best SI t(s) NC % 

RuspiniDataSet 0.738 0.738 0,8 4 0.00 

Íris Plants Database 0.687 0.686 1,9 2 0.15 

MaronnaDataSet 0.575 0.575 2,2 4 0.00 

200DATA 0.823 0.823 2,8 3 0.00 

VowelDataSet 0.448 0.418 11,4 3 6.70 

Broken Ring 0.500 0.500 25,2 5 0.00 

Wine Data Set 0.630 0.630 1,3 3 0.00 

Yeast Data set 0.601 0.601 122,7 2 0.00 

 

   

 Table 3 shows the results from the MSH_ACP in a set of instances from literature. The results 

show that the MSH_ACP find the best values in six instances in the total of 8.  

 

 Table 4 shows the comparison between the MSH_ACP, CLUES and MRDBSCAN. The 

columns have the same meaning as in Table 2.  

  

Table4: Comparison between  MSH_ACP, CLUES and MRDBSCAN 

    MSH_ACP CLUES  MRDBSCAN 

Instance Best SI NC % SI NC % SI NC % 

100p3c 0.7858 0.7858 3 0.00 0.7858 3 0.00 0.7858 3 0.00 

100p3c1 0.5966 0.5802 3 2.75 0.5966 3 0.00 0.1044 5 82.50 

100p5c1 0.7034 0.6958 7 1.08 0.7034 6 0.00 0.4235 2 39.79 

100p7c 0.8339 0.8338 7 0.01 0.8338 7 0.01 0.8339 7 0.00 

100p7c1 0.5511 0.4868 27 11.67 0.5511 7 0.00 -0.0127 2 102.30 

100p10c 0.8336 0.8336 10 0.00 0.8336 10 0.00 0.6917 8 17.02 

200p2c1 0.7642 0.7642 2 0.00 0.5912 3 22.64 0.6246 2 18.27 

200p3c1 0.6797 0.6797 3 0.00 0.674 3 0.84 0.6484 2 4.60 

200p4c 0.7725 0.7725 4 0.00 0.7725 4 0.00 0.7725 4 0.00 
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200p4c1 0.7544 0.7449 4 1.26 0.7544 4 0.00 0.6227 3 17.46 

200p7c1 0.5701 0.5701 8 0.00 0.5553 9 2.60 0.3922 3 31.21 

200p12c1 0.5695 0.5695 8 0.00 0.5624 9 1.25 0.4033 3 29.18 

300p2c1 0.7764 0.7764 2 0.00 0.4899 5 36.90 0.6208 4 20.04 

300p3c 0.7664 0.7663 3 0.01 0.552 3 27.79 0.7664 3 0.00 

300p3c1 0.6768 0.6768 3 0.00 0.5924 4 12.47 0.6397 2 5.48 

300p4c1 0.5924 0.591 2 0.24 0.5924 7 0.00 0.269 3 54.59 

300p6c1 0.6607 0.6607 8 0.00 0.5788 7 12.40 0.5485 2 16.98 

400p3c 0.7986 0.7985 3 0.01 0.7985 3 0.01 0.7986 4 0.00 

400p4c1 0.6204 0.6018 4 3.00 0.6204 4 0.00 0.379 2 38.91 

400p17c1 0.5524 0.5138 2 6.99 0.5524 15 0.00 0.1832 14 66.84 

500p3c 0.8249 0.8249 3 0.00 0.8249 3 0.00 0.8249 3 0.00 

500p4c1 0.6597 0.6597 3 0.00 0.515 3 21.93 0.3054 2 53.71 

500p6c1 0.6684 0.6287 6 5.94 0.6684 6 0.00 0.4945 12 26.02 

600p3c1 0.7209 0.7209 3 0.00 0.7028 3 2.51 0.6868 2 4.73 

600p15c 0.7812 0.7812 15 0.00 0.7526 16 3.66 0.7812 15 0.00 

700p4c 0.797 0.7969 4 0.01 0.7969 4 0.01 0.797 4 0.00 

700p15c1 0.6804 0.6804 15 0.00 0.6595 17 3.07 0.1227 2 81.97 

800p4c1 0.7143 0.7033 4 1.54 0.7143 4 0.00 0.5088 2 28.77 

800p10c1 0.5071 0.4681 2 7.69 0.5071 8 0.00 0.0792 2 84.38 

800p18c1 0.6941 0.6914 19 0.39 0.6941 19 0.00 0.2655 24 61.75 

800p23c 0.7874 0.7873 23 0.01 0.7387 22 6.18 0.7874 23 0.00 

900p5c 0.716 0.716 5 0.00 0.6129 7 14.40 0.716 5 0.00 

900p12c 0.8409 0.8408 12 0.01 0.7975 10 5.16 0.8409 12 0.00 

1000p5c1 0.6391 0.6391 5 0.00 0.558 7 12.69 0.164 2 74.34 

1000p6c 0.7357 0.7356 6 0.01 0.7356 6 0.00 0.7357 6 0.00 

1000p14c 0.8306 0.8306 14 0.00 0.7674 11 7.61 0.8085 15 2.66 

1000p27c1 0.5631 0.5161 24 8.35 0.5631 14 0.00 -0.2934 3 152.10 

Average       1.42     5.40     30.99 
 

 

 It was observed that the difference between the average deviation (column %) is large, 1.42 to 

5.40 and 30.99, meaning that the MSH_ACP is closer to the best solutions. In addition to have an 

average better, MSH_ACP also achieves the best values in a larger number of instances. The 

MSH_ACP reaches the best values in 19  instances,  the CLUES reaches the best values in 17 

instances and MRDBSCAN reaches the best values in 12 instances, in a total of 37. Table 5 shows the 

run time of the MSH_ACP. 

 

Table5: The time of execution of MSH_ACP 

Instance t(s) Instance t(s) Instance t(s) 
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100p3c 1,8 300p3c 4,2 700p4c 36,4 

100p3c1 1,3 300p3c1 4,2 700p15c1 21,8 

100p5c1 1,4 300p4c1 4,3 800p4c1 26,8 

100p7c 1,3 300p6c1 4,3 800p10c1 28,7 

100p7c1 1,2 400p3c 5,6 800p18c1 19,2 

100p10c 1,4 400p4c1 4,3 800p23c 27,7 

200p2c1 2,1 400p17c1 6,2 900p5c 33,2 

200p3c1 2,5 500p3c 6,8 900p12c 47,9 

200p4c 2,4 500p4c1 6,7 1000p5c1 55,4 

200p4c1 2,4 500p6c1 6,6 1000p6c 47,4 

200p7c1 2,3 600p3c1 9,3 1000p14c 63,2 

200p12c1 2,3 600p15c 15,2 1000p27c1 74,1 

300p2c1 4,1 600p15c 15,2 

   

 One observation to be made is that the more reasonable was also utilizes tests using 

other stopping criteria such as a timeout, or reaching a target value. However, this was not 

possible because we don’t have the source code of CLUES and MRDBSCAN, just the results. 

7. Conclusions 

 This paper presents a multi start algorithm MSH_ACP that uses concepts of GRASP and Path 

Relinking to the ACP. The goal of this research is to develop a method for determining the number of 

clusters. It is a very difficult  problem, because there is a lot of possible solutions.  We believe that the 

use of a construction phase of good quality can improve the performance of the local search phase, 

since it reduces the input data. 

           We also believe that local searches used were another important factor for good performance 

MSH_ACP. Although, increasing the processing time per iteration, we found that MSH_ACP requires 

a smaller number of iterations to reach a target value. 

           Finally, the results of MSH_ACP compared with some algorithms of the literature show the 

efficiency of the algorithm, as best results achieved. 

 As future work, we will run the algorithm on cases with a larger number of attributes 

and with others methods from the literature, that uses different functions. 
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